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�The main focus of Chapter 6 is two-fold!
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Continuous random variables (CRVs) can take on numerical values that fall in an
interval where there are no gaps between the numbers.

Examples of CRVs: distance, speed, time, shelf life of foods and medicines, heights
and weights, volumes, surface areas.

Random Variables

Discrete
Chapter 5

Continuous
Chapter 6
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Unlike discrete random variables, CRVs take on an infinite number of values in an interval. If
you try to assign a probability to each of the infinite values in the interval, the sum of the
probabilities is no longer 1 (or 100%)!

So, we must take a different approach.

µ

0.2

0.4

0 1 2 3 4 5 6−1 x

P(x)

Discrete Probability Distribution Continuous Probability Distribution

An example of a discrete probability distribution (left figure) and a continuous probability distribution (right) are
shown above. Remember that not all probability distributions are bell-shaped!
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Probability Density Function
(PDF)

Suppose you have a set of measurements on a continuous random variable and you create a
relative frequency histogram to describe their distribution. For a small number of measurements,
you could use a small number of classes; then as more and more measurements are collected,
you can use more classes, and reduce the class width.

The outline of the histogram will
change slightly, for the most part
becoming less and less irregular, as
shown in the animation (right).

As the number of measurements
becomes large and the class widths
become more narrow, the relative
frequency histogram appears more
and more like a smooth, continuous
curve.

This smooth curve describes the
probability distribution of the
continuous random variable, and is
called a probability density function.

Not all PDFs are bell-shaped!
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Concept

X If we take an infinite number of measurements and shrink the class width to near zero,
then the histogram outline takes on the shape of a smooth curve. We can show mathe-
matically that the area under the smooth, PDF curve is 1—resulting in a correspondence
between area and probability.

As class widths decrease, more rectangles are required to construct the probability his-
togram. Additionally, once the class widths shrink to zero, there are an infinite number of
rectangles under the curve, so every real number in the interval becomes a distinct class.
As a result of this construction, for any particular value of x, such as x = a,

P(x = a) = 0.

That is, the probability associated with any single value of x is zero. This is a major differ-
ence between continuous random variables and discrete random variables. Therefore, for
continuous random variables, we can only determine the probability that x will be between
two values.

http://timbusken.com/
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How to Find Probabilities for
Continuous Random Variables

ba

P (a ≤ x ≤ b)

1 First identify the correct probability density function (PDF) that is associated
with the continuous random variable, x.

2 The probability that a continuous random variable x assumes a value in the
interval from a to b is the area under the PDF between vertical lines x = a
and x = b .
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Properties of PDFs

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)

http://timbusken.com/
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Uniform Distribution

Definition
A continuous random variable, x has a uniform distribution if its values are spread evenly over
the range of probabilities. The graph of a uniform distribution results in a rectangular shape.

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)
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Uniform Distribution

Definition
A continuous random variable, x has a uniform distribution if its values are spread evenly over
the range of probabilities. The graph of a uniform distribution results in a rectangular shape.

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)

Example: Wait times at the bus stop are uniformly distributed between 0 and 15 minutes.
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Uniform Distribution

Definition
A continuous random variable, x has a uniform distribution if its values are spread evenly over
the range of probabilities. The graph of a uniform distribution results in a rectangular shape.

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)

Example: Wait times at the bus stop are uniformly distributed between 0 and 15 minutes.
This means that any wait time between 0 minutes and 15 minutes is possible and all of the
possible wait times are equally likely.
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Uniform Distribution
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Definition
A continuous random variable, x has a uniform distribution if its values are spread evenly over
the range of probabilities. The graph of a uniform distribution results in a rectangular shape.

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)

Example: Wait times at the bus stop are uniformly distributed between 0 and 15 minutes.
This means that any wait time between 0 minutes and 15 minutes is possible and all of the
possible wait times are equally likely.

If we randomly select one of the wait times and represent its value by the random variable, x,
then x has a probability distribution described by the 1st quadrant rectangular graph above: the

area under probability density function (PDF), f(x) =
1

15
, bounded by vertical lines x = 0 and

x = 15.
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Definition
A continuous random variable, x has a uniform distribution if its values are spread evenly over
the range of probabilities. The graph of a uniform distribution results in a rectangular shape.

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)

Example: Wait times at the bus stop are uniformly distributed between 0 and 15 minutes.
Determine the probability that a randomly selected wait time is between 8 and 12 minutes.
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Definition
A continuous random variable, x has a uniform distribution if its values are spread evenly over
the range of probabilities. The graph of a uniform distribution results in a rectangular shape.

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)

Example: Wait times at the bus stop are uniformly distributed between 0 and 15 minutes.
Determine the probability that a randomly selected wait time is between 8 and 12 minutes.

Solution: Compute the area under the uniform PDF from 8 to 12 minutes:

P(8 < x < 12) = base · height = (12−8) ·
1

15
� 0.2667
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Uniform Distribution

Definition
A continuous random variable, x has a uniform distribution if its values are spread evenly over
the range of probabilities. The graph of a uniform distribution results in a rectangular shape.

Definition
A probability density function (PDF)
is the graph of a continuous probability
distribution. It must satisfy the following
properties:

1 The total area under the curve
must equal 1.

2 Every point on the curve must have
a vertical height that is 0 or greater.
(That is, the curve cannot fall below
the x-axis.)

Click this text to try a similar exercise.

http://timbusken.com/
http://timbusken.com/assets/statistics/chapter-6/6-1q1.pdf
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The Normal Probability Distribution

Definition

If a continuous random variable has a probability distribution with a graph that is sym-
metric and bell-shaped, and it can be described by the function equation

f(x) =
1

σ
√

2π
e− 1

2

(

x−µ
σ

)2

−∞ ≤ x ≤ ∞

then we say it has a normal distribution.
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The Normal Probability Distribution

Definition

If a continuous random variable has a probability distribution with a graph that is sym-
metric and bell-shaped, and it can be described by the function equation

f(x) =
1

σ
√

2π
e− 1

2

(

x−µ
σ

)2

−∞ ≤ x ≤ ∞

then we say it has a normal distribution.

Note that π � 3.1416 and e � 2.7183
in the formula. When the parameters
µ and σ are fixed constant, the above
equation becomes a function of a
single variable x; and a particular
normal distribution is determined.
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The Normal Probability Distribution
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µ = 21.98, σ = 0.4

µ = 21.89, σ = 0.244

µ = 21.84, σ = 0.78

µ = 22.24, σ = 0.91

Definition

If a continuous random variable has a probability distribution with a graph that is sym-
metric and bell-shaped, and it can be described by the function equation

f(x) =
1

σ
√

2π
e− 1

2

(

x−µ
σ

)2

−∞ ≤ x ≤ ∞

then we say it has a normal distribution.

Note that π � 3.1416 and e � 2.7183
in the formula. When the parameters
µ and σ are fixed constant, the above
equation becomes a function of a
single variable x; and a particular
normal distribution is determined.

The figure (right) shows four different
normal probability curves determined
by different values of these
parameters. We show in another
class that the area underneath each
of these curves, between the x axis
and f(x), is 1.
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The Normal Probability Distribution
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µ = 21.98, σ = 0.4

µ = 21.89, σ = 0.244

µ = 21.84, σ = 0.78

µ = 22.24, σ = 0.91

Definition

If a continuous random variable has a probability distribution with a graph that is sym-
metric and bell-shaped, and it can be described by the function equation

f(x) =
1

σ
√

2π
e− 1

2

(

x−µ
σ

)2

−∞ ≤ x ≤ ∞

then we say it has a normal distribution.

The mean, x = µ , locates the center
of the distribution. The vertical line,
x = µ is an axis of symmetry for the
PDF.

The population standard deviation, σ ,
affects the shape of the distribution.

Large values of σ decrease the
height of the peak and increase the
spread of the distribution (along the x
axis; small values of σ raise the
height of the peak and decrease the
spread.
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ba

P (a ≤ x ≤ b)

� The probability that a continuous random variable x assumes a value in the
interval from a to b is the area under the probability density function between
vertical lines x = a and x = b.
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ba

P (a ≤ x ≤ b)

� The probability that a continuous random variable x assumes a value in the
interval from a to b is the area under the probability density function between
vertical lines x = a and x = b.

� Since normal curves have different population means and standard deviations,
there are infinitely many large number of normal distributions.
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Tabulated Areas of the Normal

Probability Distribution

ba

P (a ≤ x ≤ b)

� The probability that a continuous random variable x assumes a value in the
interval from a to b is the area under the probability density function between
vertical lines x = a and x = b.

� Since normal curves have different population means and standard deviations,
there are infinitely many large number of normal distributions.

� A separate table listing the areas for each of these curves is obviously impractical.

http://timbusken.com/


Chapter 6

Tim Busken

Table of
Contents

Chapter 6
Continuous Random
Variables

Probability Density
Functions

The Uniform
Distribution

The Normal
Distribution

The Standard
Normal Distribution

Using Table A-2

Examples

Sampling
Distributions
Sampling Distribution
of the Mean

Sampling Distribution
of the Variance

Other Sampling
Distributions

Unbiased and Biased
Estimators

The Central
Limit Theorem
(CLT)
Another Random
Experiment

Works Cited

Tabulated Areas of the Normal

Probability Distribution

ba

P (a ≤ x ≤ b)

� The probability that a continuous random variable x assumes a value in the
interval from a to b is the area under the probability density function between
vertical lines x = a and x = b.

� Since normal curves have different population means and standard deviations,
there are infinitely many large number of normal distributions.

� A separate table listing the areas for each of these curves is obviously impractical.

� Instead, we use a standardization procedure that allows us to use the same

table for all normal distributions.
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Converting to the Standard Normal Distribution

µ x

P (x)

z0

P (z)

Definition

A normal random variable x is standardized by expressing its value as the number of standard
deviations (σ ) it lies to the left or right of its mean µ . The standardized normal random variable,
z, is defined as

z =
x −µ

σ
or equivalently,

x = µ + zσ

From the formula for z, we can draw the following conclusions.

X When x is less than the mean µ , the value of z is negative.
X When x is greater than the mean µ , the value of z is positive.
X When x = µ , the value of z = 0

The probability distribution for z is shown in the figure (right) is called the standard normal
distribution because its mean is 0 and its standard deviation is 1.

z =
x −µ

σ
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Tabulated Areas of the Normal
Probability Distribution

� This standardization process helps us convert normal distributions whose mean
is not 0 or whose standard deviation is not 1 to the standard normal distribution.
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Tabulated Areas of the Normal
Probability Distribution

� This standardization process helps us convert normal distributions whose mean
is not 0 or whose standard deviation is not 1 to the standard normal distribution.

� We do this (because it works and) so that we may use the same table of
probabilities when working with any normal distribution.
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Tabulated Areas of the Normal
Probability Distribution

� This standardization process helps us convert normal distributions whose mean
is not 0 or whose standard deviation is not 1 to the standard normal distribution.

� We do this (because it works and) so that we may use the same table of
probabilities when working with any normal distribution.

� That table of probabilities is Table A2 in the back of your textbook.
(click here to view a copy)

http://timbusken.com/
http://timbusken.com/assets/statistics/chapter-6/z-table.pdf
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Using Table A-2
� There are two pieces of info on this

table: z-scores and probabilities.

� The leftmost column and the top row
are associated with z values.
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Using Table A-2
� There are two pieces of info on this

table: z-scores and probabilities.

� The leftmost column and the top row
are associated with z values.

� Each value in the “body” of the table
is a cumulative area from the left up
to a vertical boundary above a
specific z-score.
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Using Table A-2
� There are two pieces of info on this

table: z-scores and probabilities.

� The leftmost column and the top row
are associated with z values.

� Each value in the “body” of the table
is a cumulative area from the left up
to a vertical boundary above a
specific z-score. These area values
are mathematically equivalent to
probabilities.
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Using Table A-2
� There are two pieces of info on this

table: z-scores and probabilities.

� The leftmost column and the top row
are associated with z values.

� Each value in the “body” of the table
is a cumulative area from the left up
to a vertical boundary above a
specific z-score. These area values
are mathematically equivalent to
probabilities.

� The part of the z-score denoting
hundredths is found across the top.
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Example: The Precision Scientific Instrument Company manufactures thermometers
that are supposed to give readings of 0◦C at the freezing point of water. Tests on a large
sample of these instruments reveal that at the freezing point of water, some thermometers
give readings below 0◦C (denoted by negative numbers) and some give readings above
0◦C (denoted by positive numbers). [2]

Assume that the mean reading is 0◦C and the standard deviation of the readings is
1.00◦C. Also, assume that the readings are normally distributed. If one thermometer is
randomly selected, find the probability that, at the freezing point of water, the reading is
less than -1.51◦C.

http://timbusken.com/


Solution: We are told the distribution is normal, with
µ = 0 and σ = 1. Let x be the continuous random
variable representing the temperature of a randomly
selected thermometer.

We need to find the probability that x is less than -1.51◦C,
or, symbolically, P(x <−1.51◦). Then,

P(x <−1.51◦ ) = P

(

z <
x −µ

σ

)

= P

(

z <
−1.51−0

1

)

= P(z <−1.51)

(standardize x
i.e., transform x → z)

since x =−1.51,
µ = 0 and σ = 1

−1.51 0
0

0.1

0.2

0.3

0.4

z



Solution: We are told the distribution is normal, with
µ = 0 and σ = 1. Let x be the continuous random
variable representing the temperature of a randomly
selected thermometer.

We need to find the probability that x is less than -1.51◦C,
or, symbolically, P(x <−1.51◦). Then,

P(x <−1.51◦ ) = P

(

z <
x −µ

σ

)

= P

(

z <
−1.51−0

1

)

= P(z <−1.51)

(standardize x
i.e., transform x → z)

since x =−1.51,
µ = 0 and σ = 1

−1.51 0
0

0.1

0.2

0.3

0.4

z

This last probability is equal to the area under the
Standard Normal Distribution just left of z = −1.51. We
can find this value from Table A-2.



Solution: We are told the distribution is normal, with
µ = 0 and σ = 1. Let x be the continuous random
variable representing the temperature of a randomly
selected thermometer.

We need to find the probability that x is less than -1.51◦C,
or, symbolically, P(x <−1.51◦). Then,

P(x <−1.51◦ ) = P

(

z <
x −µ

σ

)

= P

(

z <
−1.51−0

1

)

= P(z <−1.51)

(standardize x
i.e., transform x → z)

since x =−1.51,
µ = 0 and σ = 1

−1.51 0
0

0.1

0.2

0.3

0.4

z

Locate the row with z = −1.5 then the column with .01.
The intersection of this row and column gives the

cumulative probability, 0.0655.
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Solution: We are told the distribution is normal, with
µ = 0 and σ = 1. Let x be the continuous random
variable representing the temperature of a randomly
selected thermometer.

We need to find the probability that x is less than -1.51◦C,
or, symbolically, P(x <−1.51◦). Then,
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Locate the row with z = −1.5 then the column with .01.
The intersection of this row and column gives the

cumulative probability, 0.0655.
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click here to access the classroom worksheet

click here to access Table A-2 (the z-table)

http://timbusken.com/
http://timbusken.com/assets/statistics/chapter-6/std-norm-worksheet.pdf
http://timbusken.com/assets/statistics/chapter-6/z-table.pdf
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Try this! Find P(z < 2.37)

P(z < 2.37) = 0.9911
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Did you notice that in order to
find the probability in the table
we split the number z = 2.37
into two parts: 2.3 and 0.07?
(2.37 = 2.3+ .07)
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Try this! Find P(z < 2.37)

P(z < 2.37) = 0.9911
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The first part, 2.3, tells us what
row to look up in the table. The
second part, .07, identifies what
column to look at. The intersec-
tion of the row and column gives
the probability (area).
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✄✂ �✁Try this! Find the area between z = −1.51 and
z = 2.37.

Hint: Because Table A-2 gives cumulative areas from the
left, we must find the area left of z = 2.37, then subtract
from this the area that is left of z =−1.51.
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✄✂ �✁Try this! Find the area between z = −1.51 and
z = 2.37.

Hint: Because Table A-2 gives cumulative areas from the
left, we must find the area left of z = 2.37, then subtract
from this the area that is left of z =−1.51.

✞

✝

☎

✆

✄✂ �✁−1.51 2.37
0

0.1

0.2

0.3

0.4

We must subtract off
the area in this tail,
left of z = −1.51

Answer:

P(−1.51 < z < 2.37) = P(z < 2.37)−P(z <−1.51)

= 0.9911−0.0655

= 0.9256
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✄✂ �✁Try this! Find the probability, P(z > 2.37).

We make use of the fact that the total area under the
probability density curve is 1. Because Table A-2 gives
cumulative areas from the left, we must find the area left
of z = 2.37, then subtract this from 1.

✞

✝

☎

✆
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2.37

0

0.1

0.2

0.3

0.4

Answer:

P(z > 2.37) = 1−P(z < 2.37)

= 1−0.9911

= 0.0089



Try this! Find the z score associated with a probability
value of 0.8461.
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value of 0.8461.

We make use of the fact that the positive z table gives
probabilities that are between 0.5 and 1, inclusive, to
deduce that the given probability value is on the positive
z table.
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✄✂ �✁Try this! Find the z score associated with a probability
value of 0.8461.

We make use of the fact that the positive z table gives
probabilities that are between 0.5 and 1, inclusive, to
deduce that the given probability value is on the positive
z table. We need to locate the probability closest to
0.8461, then use the row and column intersection to
determine the corresponding value of z.
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✄✂ �✁Try this! Find the z score associated with a probability
value of 0.8461.

We make use of the fact that the positive z table gives
probabilities that are between 0.5 and 1, inclusive, to
deduce that the given probability value is on the positive
z table. We need to locate the probability closest to
0.8461, then use the row and column intersection to
determine the corresponding value of z.

✞

✝

☎

✆
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z
0

0.1

0.2

0.3

0.4

Shaded Area
= 0.8461

Answer:

The row and column intersection give us two
parts of the desired z value, 1.0 and .02. Putting
these values together gives us the answer, z =
1.02
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zα Notation

The expression zα denotes the z score with an area of α to its right.

0

0.1

0.2

0.3

0.4

zα

α
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Try this! Find zα if α = 0.05.

We draw a normal distribution and locate zα along the
horizontal axis, far right of center. We suppose the area
right of zα is α = 0.05.

α = 0.05

zα
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Try this! Find zα if α = 0.05.

We draw a normal distribution and locate zα along the
horizontal axis, far right of center. We suppose the area
right of zα is α = 0.05.

Because of the way the table is constructed, with
cumulative areas left of some critical value of z, we must
use the fact that total area under the the curve is 1. The
area left of zα is

1−α = 1−0.05 = 0.95.

zα

1 − α = 0.95
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Try this! Find zα if α = 0.05.

We draw a normal distribution and locate zα along the
horizontal axis, far right of center. We suppose the area
right of zα is α = 0.05.

Because of the way the table is constructed, with
cumulative areas left of some critical value of z, we must
use the fact that total area under the the curve is 1. The
area left of zα is

1−α = 1−0.05 = 0.95.

✎

✍

☞

✌
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zα

1 − α = 0.95

Answer:

We find two probability values equally close to
0.95; and these values are associated with z =
1.64 and z = 1.65. Notice the asterisk between
these two numbers points us to the bottom left
portion of the table which tells us to take z =
1.645 (the midpoint between z = 1.64 and z =
1.65) as the answer.

✄✂ �✁



✄✂ �✁Try this! Find the z-score associated with P90 , the 90th

percentile.



✄✂ �✁Try this! Find the z-score associated with P90 , the 90th

percentile.

Recall that P90 separates the lower 90% from the upper
10%. We locate a z value along the horizontal axis, far
left of center, and assign the probability or area to the left
of the z value to be 0.9000. Afterwards, we look in the
body of the positive z table for 0.9000, then determine
from the row and column intersection the correct value of
z.

z
0

0.1

0.2

0.3

0.4

area = 0.90



✄✂ �✁Try this! Find the z-score associated with P90 , the 90th

percentile.

Recall that P90 separates the lower 90% from the upper
10%. We locate a z value along the horizontal axis, far
left of center, and assign the probability or area to the left
of the z value to be 0.9000. Afterwards, we look in the
body of the positive z table for 0.9000, then determine
from the row and column intersection the correct value of
z.

✎

✍

☞

✌
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z
0

0.1

0.2

0.3

0.4

area = 0.90

Answer:

It seems as if there are two probabilities in the
table closest to 0.9, namely 0.8997 and 0.9015.
Since 0.8997 is so much closer to 0.9 than
0.9015 is, we take z = 1.28 to be the best ap-
proximate value of z associated with P90 .
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Sampling Distributions

The key point of Section 6.4 is to introduce the concept of a sampling
distribution of a statistic, which is the distribution of all values of that statistic
when all possible samples of the same size are taken from the same population.

Consider the goal of trying to find the true proportion of all Alzheimer’s patients
who will have a particular side effect if they take an experimental drug that a
pharmaceutical company wants to test. Because it is impossible and impractical to
conduct a census, the drug manufacturer, with the FDA’s approval, conducts
clinical trials or repeated samples of Alzheimer’s patients. The drug is given to the
patients and the sample proportions are calculated. That is, the proportion of
patients from each sample experiencing the undesired side effect is
determined. [1]

Conclusions the pharmaceutical company makes require that they understand the
behavior of the sampling distribution of all such sample proportions. Though they
may have only one or a few samples, meaningful conclusions can be drawn from
sample results about the population of all Alzheimer’s patients who would likely
suffer from the side effect.

A major goal of the rest of the textbook is to learn how we can effectively use a
sample to form conclusions about a population.
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Recall: The probability distribution from tossing a single die.

x Probability, P(x)
1 0.1667
2 0.1667
3 0.1667
4 0.1667
5 0.1667
6 0.1667

The mean, µ , of this probability distribution is

µ = ∑x ·P(x) = 3.5

Now, consider the following random experiment.

http://timbusken.com/
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Random Experiment
Roll a die 5 times, and each time record the number on the top face of the
die. Calculate the mean, x, of the five values.[2]

That sample mean is a number
between 1 and 6. Suppose the
experiment is repeated many times,
and that each time the sample
mean is recorded.

In addition, suppose we sort the
sample means into 26 classes.
That is, a tally mark is made in one
of 26 classes each time a mean is
recorded.

Suppose that as we continue this
experiment, from time to time we
plot a histogram of the classes and
their associated frequencies. The
animation (right) shows what our
histograms might look like.

The number of trials represents the
number of times the experiment is
repeated.
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Sampling Distribution of the Mean

Definition
The sampling distribution of the mean is the probability distribution of sample means,
with all samples having the same sample size n taken from the same population.

The animation (right) simulates
the repeated experiment up to
20,000 times, but the true
sampling distribution of the mean
involves repeating the experiment
indefinitely.

The actual sampling distribution
would reflect all possible samples,
not just a few or several thousand.

As the experiment is repeated
several times, the distribution of
means takes on a bell shape; and
the mean, µx , of the sample
means tends to reflect the actual
mean, µ = 3.5. (The animation
illustrates frequencies of sample
means piling up along the x axis
around 3.5)
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The previous experiment introduces the concept of the sampling
distribution of the mean.

Properties of the Sampling Distribution of the Mean

X Sample means tend to target the value of the population mean.
(That is, the mean of the sample means is the population mean. The
expected value of the sample mean is equal to the population mean.)

X The distribution of the sample means tends to be a normal
distribution.
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s

Recall: The probability distribution from tossing a single die.

x Probability, P(x)
1 0.1667
2 0.1667
3 0.1667
4 0.1667
5 0.1667
6 0.1667

The variance, σ 2, of this probability distribution is

σ 2 =
∑(x −µ)2

N
= 2.9
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Random Experiment
Roll a die 5 times, and each time record the number on the top face of the
die. Calculate the variance, s2, of the five values.[2]

Additionally suppose while
repeating the experiment the
variance of each sample was
recorded, and sorted into one of 16
classes.

The animation (right) shows what
our histograms might look like. The
number of samples represents the
number of times the experiment is
repeated.

Notice this time the mean of the
sample variances targets the
population variance, σ2 = 2.9; and
the distributions are skewed right.
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Definition
The sampling distribution of the variance is the probability distribution
of sample variances, with all samples having the same sample size n
taken from the same population.

Properties of the Sampling Distribution of the Variance

X Sample variances tend to target the value of the population
variance, σ2. (That is, the mean of the sample variances is the
population variance. The expected value of the sample variance is
equal to the population variance.)

X The distribution of the sample means tends to be a distribution
skewed to the right.
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Definition
The sampling distribution of a statistic is the relative frequency
distribution of that statistic that is approached as the number of
samples (not the sample size!) approaches infinity.

Got Sampling Distributions?

What about the sampling distributions of sample

1 proportions,
2 medians,
3 ranges and
4 standard deviations?
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Definition
An unbiased estimator is a sample statistic that has a sampling distribution whose mean
is equal to the mean of the corresponding population parameter. An unbiased estimator
tends to target or be reflective of the true value of the population parameter it is
estimating.

Unbiased Estimators:

1 Mean x
2 Variance s2

3 Proportion p̂

Definition
A biased estimator is a sample statistic that has a sampling distribution whose mean is
not equal to the mean of the corresponding population parameter. A biased estimator
does not target the true value of the population parameter it is estimating.

Biased Estimators:

1 Median
2 Range
3 Standard Deviation s

The bias of the sample standard deviation is relatively small in large samples, so s is often used as an unbiased
estimator.
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Sampling Distribution Facts

• All statistics, not just the mean, have sampling distributions.

• There is a different sampling distribution for each value of n, the
sample size.

• µx is the notation used to represent the mean of a sampling
distribution.

• σx is the notation used to represent the standard deviation of a
sampling distribution.
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6.5 The Central Limit
Theorem (CLT)
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The Central Limit Theorem (CLT)

If random samples of n observations are drawn from a nonnormal population with mean µ and
standard deviation σ , then, when n is large, the sampling distribution of the sample means is ap-
proximately normally distributed, with mean and standard deviation

µx = µ and σx =
σ
√

n

The approximation becomes more accurate as n becomes large.

The CLT can be applied to any probability distribution (continuous or discrete). We will use the
following guidelines for our work:

• For a population with any distribution, if n > 30, then the sample means have a distribution
that can be approximated by a normal distribution with mean µ and standard deviation
σ/

√
n.

• If n ≤ 30 and the original population has a normal distribution, then the sample means have a
normal distribution with mean µ and standard deviation σ/

√
n.

• If n ≤ 30 and the original population does not have a normal distribution, then we do not apply
the CLT.

• When the sampled population is approximately symmetric, the sampling distribution of x
becomes approximately normal for relatively small values of n.

http://timbusken.com/


Random Probability Distribution — with µ = 20.3873 and σ = 12.0106

n = 2

Consider the roughly symmetric
probability distribution given in the
top left figure of the adjacent box
(right). The mean of the
distribution, µ , was found to be
20.3873. Suppose we repeatedly
take random samples of different
sizes, n, from this distribution.

A data entry in a sample would be
an x value between 1 and 43. Also
suppose that each time a sample is
taken, the sample mean x is
calculated and a tally mark is
placed into one of 50 classes.

The other five figures
accompanying the probability
distribution show the experiment
being repeated for different sample
sizes, n. In each case, it is clear
that the sample means follow a
normal distribution and they target
the population mean. (Observe
that the center of each histogram is
very close to x = 20.3873.)

Sample means ( x ) tend to target population means ( µ ),
and this is easily seen with repeated sampling.



Random Probability Distribution — with µ = 20.3873 and σ = 12.0106

n = 2You don’t need to repeatedly
sample the population thousands
of times to see the result of the
Central Limit Theorem.

The animation here simulates the
repeated random sampling, except
the vertical scaling is not fixed
constant. The blue curve in each
figure represents a rough
approximation of the outline of
each histogram.

Notice that larger sample sizes
approximate the normal distribution
better than smaller sample sizes
do.

∗ Recall that there is a separate sampling distribution for each different value of the sample size, n.



Random Probability Distribution — with µ = 20.3873 and σ = 12.0106

n = 2

Notice also that after 10,000
repeated samples were taken, the
sample standard deviation for each
n was placed in a green box inside
each figure (right). Recall that the
standard deviation is a measure of
how spread out the data is along
the x axis.

Observe that as n increases the
standard deviation of each
histogram decreases (the spread of
each distribution is more narrow).

It turns out that multiplying each
one of these values of σx by

√
n

(for its associated n) approximates
the true population standard
deviation, σ = 12.0106 with 99%
accuracy. This comes as a result
of the Central Limit Theorem (CLT).

Because of the CLT we can
approximate previously unknown
values of µ and σ , even if we don’t
know how the population is
distributed.
∗ Recall that there is a separate sampling distribution for each different value of the sample size, n.



Random Probability Distribution — with µ = 20.3873 and σ = 12.0106

n = 2
If we constructed relative
frequency histograms while
conducting the repeated sampling,
then we could try to approximate
the actual sampling (probability)
distribution of sample means
associated with each different
value of n shown here.

This animation shows some
relative frequency histograms from
the experiment. The blue curve in
each figure represents each actual
probability density
function∗—which itself follows a
normal probability distribution.
This comes as a result of the
Central Limit Theorem (CLT).

We will study applications of this
powerful theorem in Chapters 6, 7,
8 and 9 and 10.

∗ Recall that there is a separate sampling distribution for each different value of the sample size, n.
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Concept

I invite you to make your own probability distribution and try the repeated sampling to see the CLT in
action. The online statbook has a pretty cool applet that lets you do this with ease. Check it out if you
have time:

http://onlinestatbook.com/2/sampling_distributions/clt_demo.html

click here to access the classroom worksheet

http://timbusken.com/
http://onlinestatbook.com/2/sampling_distributions/clt_demo.html
http://timbusken.com/assets/statistics/chapter-6/CLT-worksheet.pdf
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U. S. NIH, Clinical trials.
http://www.clinicaltrials.gov/ct2/about-studies/lear

Accessed: 03/27/13.

M. F. Triola, Essentials of Statistics, Addison-Wesley,
fourth ed., 2011.
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